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“Giiglii bir yapay zekanin yiikselisi, insanligin basina gelen
en iyi ya da en kotii sey olabilir. Hangisi olacagini bilmiyoruz.”
Stephan Hawking
Giris

Son yillarda yapay zeka teknolojilerinin bas dondiiriicii bir hizla gelismesi, hayatin her alaninda
kokli degisimlere yol agmaktadir. Giinlilk yasamdan endiistriye, sagliktan ulagima pek ¢ok
sektorde yapay zeka uygulamalar verimlilik ve kolaylik saglamaktadir. Ancak bu ilerlemeler
beraberinde yeni hukuki sorunlar1 ve 6zellikle ceza hukuku alaninda tartigmalar1 da beraberinde
getirecegi kanaatindeyim. Zira insan davranisini aratmayacak yeteneklere erisen akilli
sistemlerin sug¢ isleme potansiyeli ve su¢ oranlar {izerindeki etkisi, hukuk diizenini ciddi
bicimde mesgul eden bir konu haline gelmistir. Yapay zeknin kullanimiyla
gerceklesen dolandiricilik, veri ihlali, bilisgim suglari, vb. gibi vakalarin basina yansimasi,
mevcut ceza kanunlarimizin bu teknoloji karsisinda ne 6l¢iide yeterli oldugu sorusunu giindeme
getirecektir. Bu inceleme yazisinda, yapay zeka kavraminin teknik ve felsefi temellerinden
baglayarak giincel kullanim alanlarma deginilecek; Tiirk Ceza Kanunu baglaminda yapay
zekanin ceza hukuku sorumluluguna etkileri kusur, isnadiyet, kast ve taksir kavramlari
cercevesinde analiz edilecektir. Ayrica yapay zeka kullanilarak islenen suglara dair somut
ornekler ve istatistiki veriler 15181inda yapay zeka-sug iliskisi ortaya konulacak ve giincel
tartismalara yer verilecektir. Son olarak, elde edilen bulgular dogrultusunda hukuki sistemimize
yonelik ¢oziim Onerileri ve degerlendirmeler sunulacaktir.

1. Yapay Zekanin Tanim ve Tarihsel Gelisimi

Yapay zeka kavram literatiirde tek bir climleyle tanimlanamayacak kadar genis ve dinamiktir.
Genel hatlartyla yapay zeka, insan zekasini taklit eden, 6grenme, muhakeme, problem ¢ézme
ve karar verme kabiliyeti sergileyen bilgisayar sistemleri olarak ifade edilmektedir. Bununla
birlikte, yapay zekanin {lizerinde tiim otoritelerin uzlastig1 net bir tanim bulunmamaktadir;
teknoloji stirekli evrim gegirmekte ve her gecen giin yeni 6zellikler kazanmaktadir. Bilim
insanlar1 baslangictan beri, makinelerin insan gibi diisiinebilmesi, karar verebilmesi ve hatta
eylem gerceklestirebilmesi yoniinde calismalar ylirtitmiislerdir.

Modern anlamda yapay zeka arastirmalari, dijital bilgisayarlarin gelismeye baslamasiyla
1950’lerden sonra ivme kazanmistir. 1956 yilinda gergeklestirilen Dartmouth Konferansi
genellikle “yapay zeka” teriminin akademik bir disiplin olarak dogusu kabul edilir. Ilk donem

caligmalarinda bilgisayarlara insanlarca Onceden tanimlanmig kural ve algoritmalar
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uygulanarak satran¢ oynama, matematik teoremleri ispatlama gibi gorevlerde basari
saglanmistir. 20. yiizyilin ikinci yarisinda sembolik yapay zekd ve uzman sistemlerin
gelisimiyle onemli ilerlemeler kaydedilmis, ancak 1970’lerde ve 1980’lerde arastirma
fonlarinin azalmasiyla “yapay zeka kis1” olarak adlandirilan duraklama donemleri de
yaganmustir. 1990’lardan itibaren veri madenciligi, istatistik ve hesaplama giiciindeki artislar,
makine dgrenmesi yontemlerini on plana ¢ikarmistir. Ozellikle 2010°Iu yillarda yapay sinir
aglar1 ve derin 6grenme tekniklerinin gelisimi, yapay zeka alaninda adeta bir devrim
niteligindedir.

Yapay zekanin tarihsel gelisimi ayn1 zamanda felsefi tartismalar1 da beraberinde getirmistir.
Yapay zeka kavrami, Antik caglardan beri efsanelerde ve hayal giiciinde yer bulan yapay
insanlar fikrinin modern teknolojiyle viicut bulmus hali olarak goriilebilir. “Zeka” ve “biling”
kavramlariin makinelere atfedilip atfedilemeyecegi, bir makinenin gercek anlamda diisiinen
veya irade sahibi bir varlik sayilip sayilamayacagi gibi sorular felsefecilerin ve hukukgularin
ilgi alanindadir. Bu baglamda teknik ilerlemeler kadar yapay zekanin mahiyetine dair felsefi
degerlendirmeler de hukukun yapay zekaya yaklasimini bigimlendirmektedir. Kisacasi, yapay
zekd mefhumu hem miihendislik hem de felsefe disiplinlerinin kesisiminde gelismis; bugiin
gelinen noktada insansi yetenekler sergileyen algoritmalar hayatimizin parcasi haline gelmistir.

2. Yapay Zekinin Giiniimiizdeki Kullanim Alanlar:

Yapay zekanin ulastig1 gelismislik seviyesi, onun neredeyse biitiin sektorlerde yaygin sekilde
kullanilmasma imkan tanimistir. Hukuk alaninda yapay zeka uygulamalar1 giderek onem
kazanmaktadir. Ozellikle biiyiik miktarda hukuki verinin islenmesi ve analiz edilmesi gereken
durumlarda, yapay zeka destekli yazilimlar ciddi zaman tasarrufu ve tutarlilik saglamaktadir.
Ornegin akilli arama algoritmalari, yiiz binlerce sayfa yargi kararini tarayarak ilgili igtihatlari
saniyeler icinde bulabilmekte keza dava dilekgelerinin hazirlanmasinda bazi yapay zeka araglari
taslak metin onerebilmektedir.

Tiirkiye’de de son yillarda hukuk fakiiltelerinde “bilisim hukuku” ve “yapay zeka hukuku” ile
ilgili ders ve programlara agirlik verilmeye baglanmistir. Diinyada bazi iilkeler yapay zekay1
yargilamada yardimc1 arag olarak test etmektedir. Ornegin ABD’de mahkemelerce kullanilan
risk degerlendirme algoritmalar1 (ceza yargilamasinda tekrar sug isleme riskini tahmin eden
yazilimlar) veya Cin’de bazi bdlgelerde basit hukuk uyusmazliklarinda ¢evrimigi arabuluculuk
yapan yapay zeka sistemleri pilot uygulamalar arasindadir. Ancak hukukta yapay zeka
kullanim1 sadece yargiyla sinirl degildir; kolluk kuvvetleri de dngoriicii polislik yazilimlartyla
su¢ meydana gelmeden riskli bolgeleri tespit etme cabasindadir. Bu durum, yapay zekanin
onyargili verilerle ¢aligmasi halinde adil yargilanma ve masumiyet karinesi gibi ilkelere aykir1
sonuclar dogurabilecegi endisesini de dogurmakta, hukuk ve etik tartismalarini beraberinde
getirmektedir.

Saglik sektorli, Ulagim, Savunma sanayi, Bankacilik/finans, Egitim ve Tarim gibi sektorlerin
her birinde yapay zeka uygulamalar hizla yaygimlastign goriilmektedir. Ozetlemek gerekirse,
yapay zeka giinlimiiz diinyasinda genel bir kullanim alani bulmustur ve hayatin hemen her
cephesinde karsimiza g¢ikmaktadir. Bu durum hukuk diizeni acisindan da yapay zekayi
gormezden gelmenin imkéansizlastigi anlamma gelecektir. Ozellikle ceza hukuku
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perspektifinden, yapay zeka uygulamalarinin sug olusturan fiillere karisma ihtimali, bir sonraki
bolimde ele alacagimiz gibi, hukukun temel kavramlarmin yeniden yorumlanmasini
gerektirecektir.

3. Yapay Zekanin Ceza Hukuku Sorumluluguna Etkisi

Yapay zeka ile donatilmis varliklarin ceza hukuku sorumlulugu meselesi, hukuk diinyasinda en
cetrefilli tartismalardan birine doniismiis durumdadir. Geleneksel ceza hukuku teorisi, ceza
sorumlulugunun yalnizca insana 6zgili oldugunu ve sug failinin ancak insan olabilecegini kabul
eder. Zira ancak insanlar iradi ve ahlaki bir degerlendirme yetenegiyle kusurlu hareket edebilir;
biling ve irade sahibi olmayan bir varligin sug fiilinden sorumlu tutulmas: diisiiniilemeyecektir.
Bugiinkii mevcut teknolojik diizey itibariyle yapay zeka sistemleri, ne kadar karmasik ve zeki
goriinseler de biling sahibi degildirler ve kendi baslarina 6zerk bir iradeyle hareket ettikleri
kabul edilmemektedir. Nitekim yapay zeka, belirli hedeflere ulasmak tizere insanlar tarafindan
belirlenen talimatlar1 yerine getirmekte heniiz insanin kontroliinden tamamen bagimsiz, 6z
bilince sahip bir “yapay siije” ortaya ¢ikmis degildir. Bu nedenle ceza hukuku bakimindan,
yapay zekalarin dogrudan fail olarak kabulii giiniimiiz i¢in miimkiin gériinmeyecektir.

Ceza kanunlarimizda sugun faili genellikle “kisi” olarak tanimlanir ve burada kastedilen ceza
ehliyetine sahip gercek kisilerdir. Tiizel kisilerin ceza sorumlulugu ise istisnai ve sinirh
durumlar disinda kabul edilmez. Yapay zeka ise ne gercek kisi ne de tiizel kisi statiistinde
olmadig1 i¢in, pozitif hukuk bakimindan fail kavraminin disinda kalacaktir. Ornegin Tiirk Ceza
Kanunu’nun 20. maddesinde “ceza sorumlulugu sahsidir”” denilerek kimse baskasinin fiilinden
sorumlu tutulamayacag ilkesi vurgulanir ve tiizel kisilere ceza verilemeyecegi belirtilmektedir.
Bu cergevede, bir robotun ya da yapay zeka programinin isledigi varsayilan bir su¢ nedeniyle
cezal yaptirim uygulanmasi, mevcut hukuki sistemde muhatap eksikligi nedeniyle miimkiin
degildir. Zira ortada cezalandirilabilecek iradi bir fail yoktur. Ayrica ceza hukukunun en temel
prensiplerinden biri, kusurun bulunmadig1 yerde ceza sorumlulugunun olmayacagidir (nullum
crimen sine culpa). Kusur yetenegi ise ancak algilama ve irade yetenegine sahip, isledigi fiilin
hukuk diizenince haksizlik teskil ettigini anlayabilecek varliklarda s6z konusu olmaktadir.
Yapay zekali varliklar ise bugiin itibariyle boyle bir ahlaki veya hukuki muhakeme
yeteneginden yoksun durumdadir. Bu durumda ceza hukuku doktrininde hakim goriis, yapay
zekélarin kendilerinin fail veya kusur ehliyetine sahip siijeler olarak kabul edilemeyecegi
yoniindedir. Hatta baz1 yazarlar, teknoloji ne kadar gelisirse geligsin “kusurlu” bir robotun
tasavvur edilemeyecegini, ¢linkii kusur kavraminin 6ziiniin ancak 6zgiir iradeye sahip insan
davranislartyla anlam kazandigini ifade etmektedir.

Bu noktada, yapay zekélarin ceza hukuku sorumlulugunu degerlendirirken ayrim yapmak
gereken iki temel senaryo ortaya ¢ikmaktadir: (i) Yapay zekanin sug teskil eden bir fiilde arag
olarak kullanilmasi ve (i1) Yapay zekanin insan iradesinden bagimsiz sekilde bir fiil igslemesi.

3.1. Yapay Zekanin Su¢ta Ara¢ Olarak Kullanilmasi

Yapay zeka teknolojisi heniiz tam manasiyla 6zerk bir “fail” olma kapasitesine ulagsmamis
oldugundan, giinlimiizde karsilagilan vakalarin biiylik ¢ogunlugu, yapay zekanin sug islemek
isteyen bir kisi tarafindan arag olarak kullanilmasi seklindedir. Bu durumda sugun arkasinda



iradi bir insan faaliyeti bulunmaktadir ve ceza hukuku agisindan cezai sorumluluk yine insana
ait olacaktir. Esasen ceza hukukumuz, bir sugun islenmesinde cansiz bir aletin veya sorumluluk
ehliyeti olmayan bir kimsenin kullanilmasi hallerini diizenlemis durumdadir. Ornegin TCK md.
37/2, “bir baskasini ara¢ olarak kullanmak suretiyle” su¢ isleyen kimsenin fail sayilacagin
ongormistiir. Burada “bagkas1” kavrami, cezai sorumlulugu olmayan veya sinirlandirilmis olan
bir kisiyi (6rnegin ¢ocugu, akil hastasini) sugta kullanan asil fail durumlarini karsilamaktadir.
Doktrinde ileri siiriildiigii iizere, yapay zeka da kusur yetenegine sahip olmadigi i¢in tipki cezai
ehliyeti olmayan bir kimse gibi “ara¢” olarak kullanilabilir. Bu bakis agisina gore, yapay zeka
ile islenen suglarda arka plandaki insan failin ister programlayici olsun ister kullanici dolayh
fail konumunda sorumlu tutulmas1 miimkiin olacaktir.

Yapay zekanin ara¢ olarak kullanilmasimin degisik sekilleri olabilir. Birinci ihtimal, yapay
zekanm cansiz bir alet gibi degerlendirilerek sugta kullanilmasidir. Ornegin bir kimse, igine
patlayici yiikledigi yapay zeka ile ¢alisan insansiz bir hava aracini (drone’u) hedefe yonlendirip
patlatarak bir topluluga zarar verebilir. Bu durumda drone, fail tarafindan silah olarak
kullanilmis sayilir. TCK md. 6/1-f bentlerinde hangi araglarin “silah” sayilacag: tanimlanmstir;
eger yapay zeka destekli bir cihaz bu kapsamda degerlendirilirse basit bir alet gibi muamele
gorecektir. Nitekim bir bomba yiiklii insansiz hava aracina kasten yanlis koordinatlar girilip
insanlarin 6liimiine neden olunmasi, doktrinde yapay zekanin sugta ara¢ olarak kullanimina
ornek gosterilmektedir. Benzer sekilde, yliz tanima ve takip yetenegi olan bir drone ile 6zel
hayatin gizlice gozetlenmesi veya kayit yapilmasi durumunda da bu drone bilisim sistemleri
vasitasiyla islenen 6zel hayatin gizliligini ihlal sugu kapsaminda sadece fiilin icrasina yarayan
bir ara¢ konumundadir. Bu senaryoda yapay zeka, failin su¢ planimi gerceklestirmekte
kullandig1 sofistike bir aletten ibarettir.

Yapay zekanin sugta ara¢ olmasinin ceza hukukunda daha once goriilmemis bir yansimasi ise,
bilisim sistemlerinin sug araci olarak kullanilmasi kapsaminda degerlendirilebilir. TCK md.
158’de nitelikli dolandiricilik sugunun bilisim sistemlerinin kullanilmasi suretiyle islenmesi
ayr1 bir agirlastirict hal olarak diizenlenmistir. Giiniimiizde sik¢a karsilagildigi gibi, yapay zeka
kullanilarak hazirlanan inandirici deepfake videolar veya ses sentetikleri marifetiyle insanlar
dolandirilabilmektedir. Ornegin bir dolandiricinin yapay zeka ile bir siyasi liderin veya iinlii is
insaninin sesini taklit ederek ti¢lincii kisilerden para talep etmesi olaylar1 basina yansimistir. Bu
durumda dolandiricilik sugunun hile unsuru yapay zeka ile gergeklestirilmektedir. Fail ise
yapay zekanin iiretmis oldugu sahte igerikleri kullanarak magduru aldatan kisi konumundadir.
Tiirk ceza hukukunda bu senaryoyu karsilamaya aslinda mevcut diizenlemeler yeterlidir. Bu
durumda dolandiricilik su¢u olusmakta ve bilisim sistemlerinin ara¢ olarak kullanilmasi
nedeniyle nitelikli hal uygulanmaktadir. Bu 6rnek, yapay zekanin sug islemeye elverisli yeni
bir ara¢ olarak mevcut sug tipleriyle iligkilendirilebilecegini gostermektedir.

3.2. Yapay Zekanin Ongoriilmeyen Fiilleri ve Isnadiyet Sorunu

Ikinci senaryo, yapay zeka sisteminin insan kontrolii disinda kendi karar ve aksiyonlari
sonucunda sug teskil eden bir sonug ortaya ¢ikarmasidir. Bu durum genellikle bir teknik ariza,
beklenmeyen 6grenme ciktis1 veya programlama hatasindan kaynaklanabilir. Ornegin otonom
bir aracin sensorlerindeki bir yazilim hatasi sebebiyle kaldirimdaki yayalar1 ara¢ sanip



direksiyon kirmasi ve bir yayaya c¢arpip oliimiine neden olmasi giindeme gelebilecektir. Bu
senaryoda, aract o anda kullanan bir siiriicii yoksa yani tam otonom moddaysa cezai
sorumlulugun kime ait olacagi tartigmalidir. Kullanic1 konumundaki kisi aragta yalnizca yolcu
ise onun kastindan s6z edilemez; taksir diizeyinde bir kusuru olup olmadig ise aracin kullanim
kilavuzuna uygun hareket edip etmedigine gére degerlendirilebilir. Ote yandan aracin iireticisi
veya yazilim gelistiricisi, boyle bir kazayr ongorebilecek bir ithmal yapmis miydi sorusu
giindeme gelir. Iste bu noktada ceza hukukunda objektif isnadiyet dlgiitleri devreye girecektir.

Objektif isnadiyet, meydana gelen neticenin hangi fiile objektif olarak ytiklenebilecegini
belirlemeye yarayan kriterlerdir. Bir yapay zeka fiilinden dolay1 kimseye ceza sorumlulugu
yiikleyebilmek icin o sonucun bir insanin yaratmis oldugu hukuka aykir1 bir riskin
gerceklesmesi olarak degerlendirilebilmesi gerekir. Eger yapay zeka nedeniyle ortaya ¢ikan
zarar, herhangi bir insanin 6ngdriip onleyebilecegi tiirden bir riskin gergeklesmesi degilse, ceza
hukuku anlaminda ortada sorumlu tutulabilecek bir fail yok demektir.

Ancak yapay zeka fiillerinde herkesin sorumlulugunu tartismak kolay degildir. Kullanici,
programci ve {iiretici arasindaki gorev dagilimi ve sorumluluk denklemi her somut olaya gore
degisebilecektir. Genel bir ilke olarak; eger yapay zeka, kisinin hilkmedebildigi alan dahilinde
bir eylem yapiyorsa, yani kullanicinin veya programcinin denetimi sinirlari i¢inde bir islem s6z
konusuysa, o zaman ilgili kisinin kast1 veya taksiri bulunup bulunmadig: arastirilir. Mesela bir
tip alaninda kullanilan yapay zeka cihazinin uyarilarina ragmen doktor hatali karari1 kendi
verirse, sorumluluk doktordadir. Fakat yapay zeka kendi kendine, beklenmedik bir sekilde ve
otonom bir kararla sug teskil eden bir sonu¢ dogurmussa, kullanici veya programcinin da bunu
ongoriip ongoremedigine bakilir. Eger yapay zekanin davranigi tamamen Ongoriillemez bir
tiirdeyse ve kisi agisindan “kaginilmazlik” s6z konusuysa, kusur ilkeleri geregi o kisiye ceza
isnad1 yapilamayacaktir. Bu tiir durumlar ceza hukukunda gercgek bir bosluk bir faili mechul hal
yaratmaktadir. Zira ne yapay zekaya ceza verilebilir ne de insana verilmesi adil olur. Bu gibi
durumlar i¢in bazi yazarlar riskin izin verilen sinirlar i¢inde olup olmadig: 6l¢iitiine dikkat
ceker. Eger yapay zekanin faaliyeti belli bir sosyal yarar ugruna izin verilen risk kapsaminda
ise (0rnegin hayat kurtaran bir ameliyat robotunun ¢ok diisiik bir ihtimal gerceklesen arizasi),
netice kimseye objektif olarak yiliklenmeyebilir. Ama risk, makul siirlarin 6tesinde ve
kimsenin tstlenmedigi tiirdense, belki de o yapay zeka sisteminin kullanilmasina izin veren
yapisal bir hata s6z konusudur.

Netice itibariyle, yapay zekalarin 6ngdriilmeyen fiilleri karsisinda objektif isnadiyet ve kusur
ilkeleri dikkatle uygulanmasi gerekmektedir. Hukukumuz, kimseyi kendi kusuru olmaksizin
cezalandirmama prensibine dayandigindan, yapay zekadan kaynaklanan bir sugta uygun kusur
bulunamazsa ceza sorumlulugu dogmayacaktir. Bu durum, magdurlar acisindan bir hukuki
koruma boslugu yaratabilir. Ornegin tamamen 6zerk bir yazilimim sebep oldugu biiyiik bir
maddi zarar veya veri sizintis1 olayinda, ortada cezalandirilacak kimse kalmazsa caydiricilik
nasil saglanacaktir sorusu dnemlidir. Doktrinde bu boslugu doldurmak icin farkli Gneriler
mevcuttur. Bunlardan biri, yapay zekalarin fiillerinden dogan zararlar i¢in kusursuz sorumluluk
ilkelerinin gelistirilmesidir. Avrupa Birligi’nde 2020’li yillarda tartisilan bazi raporlarda,
yiiksek riskli yapay zeka uygulamalarinin neden oldugu zararlarda {iretici veya isletmecinin
kusursuz sorumlulugu esas alinarak magdurlara tazminat 6denmesi goriisii dile getirilmistir. Bu
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kapsamda, yapay zekalarin bir sicile kaydedilmesi ve olas1 zararlarin tazmini i¢in 6zel bir fon
olusturulmasi gibi fikirler de 6ne siirilmiistiir. Ancak bu tiir diizenlemeler daha ¢ok 6zel hukuk
tazmin sorumlulugu alanina girer; ceza hukuku acisindan kusursuz sorumluluk prensibi
benimsenmedigi i¢in, sug¢ fiilleri yoniinden yine bir insana kusur atfedilmedik¢e ceza
verilemeyecegi kurali gecerli olmaya devam etmektedir.

3.3. Yapay Zeka ve Tiirk Ceza Kanunu’ndaki Bazi1 Su¢ Tipleri

Yapay zekanin ceza hukuku sorumlulugunu somutlagtirmak adina, Tiirk Ceza Kanunu’nda yer
alan belli bash sug tipleriyle iliskisini incelemek faydali olacaktir. Yukarida deginildigi iizere,
yapay zeka kendi basina fail olmadig1 i¢in her durumda sugun maddi unsuru bir insan eylemine
dayanacaktir. Bununla birlikte, baz1 suclar yapay zeka teknolojilerinin gelismesiyle yeni
bi¢imlerde islenebilmektedir:

1. Kasten Oldiirme ve Yaralama Suclar1 (TCK m.81, 86): Bir yapay zeka sistemi
kullanilarak bir insana zarar verildiginde, bunu yapan kisi kasten insan 6ldiirme veya
yaralama sugundan sorumlu olacaktir. Ornegin bir kisiye suikast amaciyla
programlanmis otonom bir robot kullanilirsa, robot bir silah gibi degerlendirilip fail
insana TCK m.81 uygulanir. Eger 6liim istemeden, 6ngdriilmeyen bir yapay zeka arizasi
sonucu olmussa, ihmali olan kisi i¢in taksirle 6ldiirme (TCK m.85) glindeme gelebilir.
Ornegin 2018°de Uber sirketinin siiriiciisiiz araci, bir yayaya carparak oliimiine yol
acmis; bu olayda aracta gilivenlik siiriiciisii olarak bulunan kisi hakkinda taksirle 6liime
sebebiyet sucundan sorusturma agilmistir. Bu 6rnek, otonom arag¢ kazalarinda dahi bir
insan operatoriin veya iireticinin sorumlulugunun arastirildigini gostermektedir.

1. Bilisim Suc¢lan (TCK m.243-246): Yapay zeka, bir bilisim sistemine izinsiz girmek,
veri bozmak gibi suclarda etkin bir arag olarak kullanilabilecektir. Ornegin gelismis bir
yapay zeka programi kullanarak banka sistemlerine sizip veri ¢alan hacker olaylari
bilisim sucu sayilir. Bu durumda yapay zeka, hacker’in sug aleti konumundadir. Yine
yasak erisim (m.243), sistemi engelleme, bozma, verileri yok etme (m.244) gibi
suglarda, fiili bizzat icra eden bir yapay zeka yazilimi olsa dahi, onu ¢alistiran operator
cezai sorumlulugu tistlenecektir.

2. Ozel Hayata ve Verilere Karsi Suc¢lar (TCK m.132-140): Yapay zeka destekli
cihazlar, insanlarin 6zel hayatina iligkin goriintii veya sesleri izinsiz kaydedip ifsa
edebilmektedir. Ornegin kamerali bir drone, yapay zeka ile belirli bir kisiyi takip edip
ozel goriintiilerini kaydederse, bunu yapan kisi 6zel hayatin gizliligini ihlal (m.134)
sugundan yargilanir. Keza yapay zeka kullanilarak sosyal medya hesaplarindan kisisel
verilerin toplanmasi, yiizlerin eslestirilmesi gibi eylemler kisisel verilerin hukuka aykiri
ele gecirilmesi (m.136) sugunu olusturur. Nitekim otonom araglar konusunda dahi
tartisilan hususlardan biri, aracin ¢evredeki kisilerin konum ve goriintii verilerini siirekli
kaydetmesinin bir veri ihlali riski dogurdugudur. Boyle bir durumda, o verileri hukuka
aykir1 kullanima sunan kisiler TCK m.136 geregi cezai sorumluluk tasiyacaktir. Ote
yandan yapay zeka ile liretilmis sahte goriintii ve seslerin, bir kisiye santaj yapmak veya
itibarin1 zedelemek amactyla kullanilmasi da santaj (m.107) veya hakaret (m.125) gibi
sug tiplerine viicut verebilir. Basinda yer alan 6rneklerde, magdurlarin yiizii yapay zeka
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ile videolara montajlanip internet ortaminda yayilarak santaja ugratildig1 goriilmektedir.
Bu durumda fail yine insandir ve ilgili sugtan yargilanir; yapay zekanin ileri teknik bir
ara¢ olmasi sugu ortadan kaldirmaz.

3. Dolandiricilik Suc¢lar1 (TCK m.157-158): Daha 6nce de temas ettigimiz {lizere, yapay
zeka oOzellikle nitelikli dolandiricilik eylemlerinde sikga kullanilmaya baslanmistir.
Deepfake teknolojisiyle dnemli kisilerin ses ve goriintiilerini taklit ederek insanlar
kandirilabilmektedir. Yakin tarihli bir olayda, dolandiricilar bir is insaninin sesini yapay
zeka ile kopyalayarak karsi taraftan para talep etmis ve bunu gergek sanan kisiler
magdur olmustur. Bu eylem, TCK m.158de diizenlenen bilisim sistemlerinin arag
olarak kullanilmasi suretiyle dolandiricilik kapsamina girmektedir. Yine bankacilik
islemlerinde yapay zeka ile e-posta atip gercekei gorlinlimlii taleplerle insanlari
kandiran oltalama (phishing) saldirilar1 da dolandiricilik sugunu olusturur.

Yukaridaki Ornekler cogaltilabilir. Kamu giivenine karsi suglar bakimindan yapay zeka
kullanilarak sahte resmi belge diizenlemek miimkiin hale gelebilir (6rnegin yapay zeka ile
iiretilmis gercekei sahte kimlikler, pasaportlar); bu durumda da belgede sahtecilik sugunun
unsurlar1 olusacaktir.

Europol’iin 2025 tarihli bir raporu, 2035’e¢ kadar robotlar ve yapay zekd sistemlerinin
yayginlagmasiyla “robot suglar” diye anilan yeni bir su¢ dalgasi yasanabilecegi uyarisinda
bulunmaktadir. Bu senaryolarda, polisin sadece insan siiphelileri degil suga karigan robotik
sistemleri de sorusturmak zorunda kalacagi; bir olayimn teknik arizadan mi yoksa kasith bir
sabotajdan m1 kaynaklandiginin tespitinin zorlasacagi vurgulanmistir. Bu 6ngoriiler, yapay zeka
caginda ceza sorusturmalarinin da yontemsel olarak degisebilecegine isaret etmektedir.

4. Yapay Zeka Kullamlarak islenen Suclara Dair Giincel Ornekler

Teorik tartigmalari somutlastirmak adina, son donemde basina yansimis olan yapay zeka
baglantili su¢ 6rneklerine deginmek yararli olacaktir. Gelisen teknoloji ile suglular yapay zekay1
kendi amagclar1 dogrultusunda kullandig1 gozlemlenmektedir. Asagida giincel ve somut birkag
vaka ele alinmistir:

e Deepfake ile Dolandiricihk (Ses Taklidi): Dolandiricilar yapay zeka kullanarak
taninmus kisilerin seslerini taklit edebiliyor ve bu sahte ses kayitlariyla insanlar
kandirabilmektedirler. Ozellikle iist diizey ydnetici, kamu gorevlisi veya iinlii kisilerin
seslerini yiiksek kalitede kopyalayan dolandiricilar, telefonda karsi tarafa bu kisinin
kendisi oldugunu diisiindiiriip ¢esitli bahanelerle para talep edebiliyorlar. Bu yontemle
gergeklestirilen eylemler nitelikli dolandiricilik sugunu olusturacaktir. Bu olay, yapay
zeka destekli ses klonlama teknolojisinin su¢ diinyasinda somut bir tehdit olarak
belirdigini gostermektedir. Nitekim uluslararasi bir 6rnek olarak, 2019°da bir Ingiliz
enerji firmasinin CEO’sunun sesinin yapay zeka ile taklit edilmesi suretiyle sirket
muhasebecisinin kandirilip 220 bin Euro’yu dolandiricilara aktardigi rapor edilmistir.
Yine 2023 yilinda ABD’de bir anne, kizinin sesi yapay zeka ile kopyalanarak
olusturulan sahte bir “kagirilma” telefonu almis ve fidye istenmistir. Bu tiir ses deepfake



vakalarinin diinya genelinde arttigi ve milyonlarca dolarlik vurgunlara yol actigi
bilinmektedir.

Deepfake ile Santaj ve itibar Suikasti: Yapay zeka sadece sesi degil, goriintiiyii de
taklit edebildiginden, suglular agisindan yeni santaj yontemleri dogmustur. Boyle bir
durumda kisinin itibarini zedeleyip maddi taleplerde bulunmay1 amaclayan kotii niyetli
kisiler hakkinda sorusturma baslatilarak, 6zel hayatin gizliligini ihlal, kisisel verilerin
hukuka aykir1 kullanim1 ve duruma gore santaj suclarini olusturacaktir.

Sohbet Botu “Grok” Vakasi (Hakaret Suclari): Temmuz 2025°te Tiirkiye’de basina
yanstyan ilging bir olayda, X platformunun yapay zeka destekli sohbet botu “Grok” bazi
kullanicilara cevaplarinda hakaret ve kiifiir i¢erikleri sunmustu. Bu durum {izerine
Ankara Cumhuriyet Bagsavciligi, botun tirettigi igeriklerle ilgili olarak resen sorugturma
baslatmisti. Bu gelisme, bir yapay zeka uygulamasinin kendisinin su¢ unsuru igeren
fiiller iiretmesi halinde dahi sonugta bir insan veya sirketin sorumlu tutulacagini
gosteren onemli bir ornek teskil etmektedir. Nitekim ilgili sohbet botunu isleten
platform yetkilileri hakkinda erisim engelleme gibi tedbirler uygulanmis ve yapay zeka
ile tretilen bu igerikler yayindan kaldirilmistir. Bu olay yapay zekd modellerinin
denetimsiz birakilmasi halinde yasal sorunlara yol agabilecegini ve devletlerin bu
konuda diizenleme ve yaptirim yoluna gidebilecegini gostermesi bakimindan kayda
degerdir.

Autonom Ara¢ Kazasi (Uber Olayl): Yukarida kismen degindigimiz iizere, Mart
2018’de ABD Arizona’da gerceklesen kazada, Uber sirketinin test ettigi siiriiciisiiz arac,
yolda bisikletle giden bir kadina ¢arparak 6liimiine sebep oldu. Bu, otonom bir aracin
karistigr ilk oliimlii trafik kazasi olarak tarihe gecti. Sorusturma neticesinde aracin
yedek stirticiistinlin gerekli dikkat ve miidahaleyi yapmadig: tespit edilerek kendisine
taksirle adam Oldiirme suclamasi yoneltildi. Bu olay, teknolojik bir arizadan
kaynaklanan 6liimlii neticelerde dahi bir insan faktorii aranacagini en azindan ithmali
davranislarin cezai sorumluluga konu olabilecegini somutlastirmistir. Otonom araglarin
karistig1 benzer kazalar ileride arttikca, hukuk sistemleri bu vakalara standart bir
yaklasim gelistirmek durumunda kalacaktir. Ancak bu tarz kazalarin hukuki neticeleri
konusunda tilkeler arasinda yaklagim birligi olusmus degildir.

Yapay Zeka ile Siber Saldirilar: Klasik siber suclar yapay zeka ile boyut
degistirmektedir. 2023 yilinda global 6l¢ekte bir fidye yazilimi saldirisinda, saldirganlar
yapay zeka kullanarak sirketin sistem aciklarini otomatik tespit etmis ve saniyeler i¢inde
kurumun tiim verilerini sifrelemislerdir. Bu olayda yapay zeka, saldirinin hizini ve etki
alanin akil almaz sekilde artirmistir. Emniyet birimleri, bu tiir yapay zeka destekli siber
saldirilara kars1 yine yapay zeka tabanli savunma sistemleri gelistirme pesindedir.
Ozellikle sosyal medyada paylasilan kisisel bilgilerin, yapay zeka tarafindan analiz
edilip hedefe yonelik sahte mesajlar liretmekte kullanildigi, bdylece dolandiricilik
oraninin artti§i vurgulanmaktadir. Bu ornekler, suglularin yapay zeka sayesinde
eylemlerini daha inandirici, hizli ve genis c¢apli hale getirebildiklerini ortaya
koymaktadir.



Yukarida sayilanlar haricinde pek ¢ok 6rnek verilebilir. Tiim bu somut vakalar yapay zekanin
cift yiizli bir teknoloji oldugunu gostermektedir: Bir yanda insanligin yararina biiyiik firsatlar
sunarken diger taraftan kotiiye kullanildiginda sucglularin  elinde giiglii bir silaha
dontisebilmektedir. Bu noktada, yapay zeka ¢aginda suclarla miicadele etmek i¢in hem teknik
tedbirlerin hem de hukuki mekanizmalarin giincellenmesi kaginilmaz goriinmektedir.

5. Yapay Zeka ve Sug Iliskisine Dair Istatistikler (Tiirkiye ve Uluslararasi Veriler)

Yapay zeka teknolojilerinin su¢ diinyasinda yarattig1 etkileri rakamsal verilerle de ortaya
koymak miimkiindiir. Her ne kadar “yapay zeka ile islenen suglar” kategorisi heniiz istatistik
kurumlarinin ayri bir baslik olarak takip ettigi bir konu olmasa da ilgili baz1 gdsterge veriler,
su¢ oranlarindaki degisimde yapay zekanin roliinii gostermektedir.

Bu béliimde 6nce Tiirkiye’ye iliskin bazi1 veriler, ardindan uluslararasi istatistikler sunulacaktir.

Tiirkiye agisindan bakildiginda, dijital suclarda genel bir artis trendi oldugu goriilmektedir.
Tiirkiye’de siber suglarla miicadeleden sorumlu birimlerin verilerine gore, tespit edilen siber
saldir1 sayis1 son yillarda hizli bir yiikselis gdstermistir. Bilgi Teknolojileri ve Iletisim Kurumu
(BTK) biinyesindeki USOM’un (Ulusal Siber Olaylara Miidahale Merkezi) verilerine dayanan
bir raporda, 2022 yilinda Tiirkiye’de yaklasik 72.209 siber saldir1 tespit edilmisken, 2023
yilinda bu sayimnin 105.000’in iizerine ¢iktig1 belirtilmistir. Bu yaklasik %45°1ik artis, bir yilda
siber tehditlerin ne denli biiylidiigiine isaret etmektedir. 2024 yilinin ilk ¢eyreginde ise 37.600
civarinda siber saldir tespit edildigi raporlanmistir. Elbette bu saldirilarin tamami yapay zeka
kaynakli degildir; ancak uzmanlarin degerlendirmeleri, son 1-2 yilda yasanan siber saldirt
artisinda o6zellikle liretken yapay zeka kullaniminin etkili oldugunu gostermektedir. Nitekim
kiiresel bir ankette, siber giivenlik uzmanlarinin %85°1 son 12 aydaki siber saldir1 artisini
dogrudan yapay zeka araglarmin kotiiye kullanimina baglamistir. Dolandiricilik, kimlik
hirsizlig, veri sizdirma gibi vakalarda yapay zeka destekli yontemlere bagvuruldugu Emniyet
yetkililerince dile getirilmektedir. Ornegin Emniyet Genel Miidiirliigii raporlarinda, oltalama
saldirilarinin 2023 yilinda bir onceki yila gore %20 arttig; 6zellikle sosyal medya iizerinden
yapilan dolandiriciliklarda yapay zeka ile kisiye 6zel inandirict mesajlar kullanilmasi nedeniyle
basar1 oraninin yiikseldigi belirtilmektedir. Yine Tiirkiye’de 2023 yilinda kisilerin dijital
ortamdaki sahte iceriklere maruz kalma oranmmin ciddi Ol¢lide arttigi  rapor
edilmistir. Statista verilerine gore 2023’°te diinya genelinde 17 milyon siber sug islenmis olup,
Tiirkiye de bu tabloda en cok “oltalama” saldirilarina maruz kalan {ilkelerden biri
konumundadir.

Ayrica kolluk birimlerinin verdigi bilgilere gore, 2023 yili itibariyle yapay zeka araciligiyla
islenen dolandiricilik vakalar1 toplam dolandiricilik  suglarinin - 6nemli  bir  kismim
olusturmustur. Ozellikle ses ve gériintii taklidiyle yapilan dolandiriciliklarin parasal bilangosu
agirlagsmaktadir. Kiiresel bir siber giivenlik sirketinin tahminine gore, 2023 yilinda deepfake
yontemiyle diinya genelinde yol agilan maddi zarar 400 milyon dolarin iizerindedir. Bu
sahteciliklerin bir kismi Tiirkiye’deki magdurlar1 da hedef almistir. Ornegin bir bankanin
misterilerine yonelik sahte bir mobil uygulama reklami yapay zeka ile olusturularak bir¢ok
kisinin hesap bilgileri ¢calinmistir (bu olayda bankanin ismi ve logosu ger¢eginden ayirt
edilemeyecek sekilde yapay zeka tarafindan taklit edilmistir). Bu tip olaylar, resmi makamlar1
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da harekete gecirmistir. T.C. I¢isleri Bakanlig1 2024 baslarinda vatandaslara yonelik bir uyari
yayimlayarak, yapay zeka ile iiretilmis sahte ses ve goriintiilere kars1 dikkatli olunmasini
istemis; Ozellikle telefonla arayan kisilerin kimlik bilgilerine itibar edilmemesini tavsiye
etmistir.

Uluslararas1 istatistiklere baktigimizda, yapay zeka ve su¢ kesisiminde carpici veriler
mevcuttur. Diinya genelinde siber suglarin sayist ve maliyeti her y1l rekor diizeyde artmaktadir.
2023 yilinda diinya capinda islenen siber su¢ sayisinin 17 milyon civarinda oldugu
bildirilmistir. Yapay zekanin bu artistaki rolii, niteliksel olarak biiyiik 6nem tagimaktadir.
Ornegin 2024 yilinin ikinci yarisinda, kiiresel dlgekte phishing (olta saldiris1) e-posta sayisinda
artis tespit edilmistir. Bunun arkasindaki temel sebeplerden biri, saldirganlarin yapay zeka
araclarin1 kullanarak hatasiz ve ikna edici e-postalar yazabilmesidir. Yine kimlik bilgilerini
calmaya yonelik phishing saldirilarinin ayn1 donemde arttigi, bunun da internette kolayca
bulunabilen yapay zeka destekli oltalama kitlerinin yayginlagsmasindan kaynaklandigi rapor
edilmistir. Ilging bir veri olarak 2024 yil1 itibariyle tiim phishing e-postalarinin %82,6’sinin bir
sekilde yapay zeka teknolojisi kullanilarak hazirlandig: belirtilmektedir. Bu oran neredeyse her
10 oltalama e-postasindan 8’inin yapay zeka eliyle tiretildigini gdstermektedir ki suclularin bu
teknolojiyi ne derece benimsedigine dair ¢arpici bir gostergedir.

Bir diger onemli istatistik alan1 deepfake sahtekarliklaridir. Avrupa Parlamentosu’nun 2025
yilinda paylastig1 verilere gore, 2023 yilinda Avrupa Birligi genelinde yaklasik 500 bin adet
deepfake paylasimi yapilmisken, 2025 yilinda bu saymin 8 milyon gibi inanilmaz bir seviyeye
cikacagi ongoriilmektedir. Bu, sadece iki yil i¢inde deepfake igerik yayiliminda %1500’{in
iizerinde bir artis anlamina gelir. Finans sektoriine iligskin bir aragtirmada, 2024 itibariyle finans
profesyonellerinin %53 ilinilin en az bir deepfake dolandiricilik girisimiyle karsilastig1 ortaya
konmustur. Yine 2025’in ilk ¢eyreginde, tiim 2024 yili boyunca goriilenden %19 daha fazla
deepfake olay1 rapor edilmistir. Bu veriler, deepfake yonteminin geometrik bi¢cimde yayildigini
ve suclular i¢in popiiler bir ara¢ haline geldigini gostermektedir.

Ses klonlama dolandiriciliklarina iligkin bir anket ise, diinya genelinde her 10 yetiskinden 1’inin
bir yapay zeka ses sahtekarlig1 girisimi yasadigini; bu tuzaga diisenlerin %77’sinin para kaybina
ugradigin1 ortaya koymustur. Bu denli yiiksek bir magduriyet orani, konunun ciddiyetini
sayilarla destekledigi goriilecektir.

Siber giivenlik ekonomisi agisindan bakarsak, yapay zekanin koétiiye kullanimiyla tirmanan
suglarin diinya ekonomisine maliyeti muazzam boyutlara ulagsmaktadir. Yapay zeka destekli
saldirilar bu mali yiikiin 6nemli bir bilesenidir; zira bir saldirganin ayn1 anda binlerce hedefe
ozellestirilmis saldir1 yapmasina imkan taniyan yapay zeka araclari, sucun Olcegini
biiylitmektedir. Ulusal Su¢ Ajanslar1 ve Interpol gibi kuruluslar, 2027ye kadar sug orgiitlerinin
yapay zekayi daha yogun kullanacagi ve kolluk kuvvetlerinin yapay zeka ile desteklenmis
suglara kars1 hazirlik yapmasi gerektigi yoniinde raporlar yaymlamaktadir.

Tiirkiye 6zelinde resmi veriler heniiz yapay zeka baglantili sug istatistiklerini detaylandirmasa
da yukarida belirtilen kiiresel egilimlerin lilkemize de yansidigi asikardir. Adli makamlarin
online gelmeye baslayan yapay zeka kaynakli magduriyet dosyalari bunun bir kanitidir. Ayrica
bilisim suglariyla ilgili genel veriler, 2020’lerden itibaren Tiirkiye’de sorusturma sayilarinin

10



ciddi bi¢imde arttigin1 ortaya koymaktadir. Bu artista yapay zeka gibi yeni teknolojilerin kétiiye
kullaniminin etkili oldugu degerlendirilmektedir.

Toparlamak gerekirse, istatistiksel veriler yapay zekanin su¢ oranlar tizerindeki etkisinin
giderek biiytidiiglinii gostermektedir. Gerek lilkemizde gerek diinyada, suclular yapay zekadan
yogun sekilde faydalanmakta; bu da bazi suglarin sayisinda ve niteliginde artisa yol agmaktadir.
Bununla miicadele etmek i¢in gilivenlik birimleri ve yasa koyucular, stratejilerini veriye dayali
olarak giincelleme yoluna gitmesi gerekecektir.

6. Sonuc ve Degerlendirme: Hukuk Sistemine Yonelik Oneriler

Yapay zekinin su¢ oranlarina ve ceza hukuku sorumluluguna etkisi ilizerine yapilan bu
inceleme, teknolojik gelismeler karsisinda hukuk sistemimizin bir yol ayriminda oldugunu
ortaya koymaktadir. Mevcut durumda yapay zekalar hukuken sorumlu tutulamayan araclar
konumundadir ve suglarin failleri insanlar olarak kabul edilmeye devam etmektedir. Ancak
yapay zekalarin becerileri arttikca ve toplumsal hayattaki rolleri derinlestikge, ceza hukuku
basta olmak iizere hukuk diizenimizin bazi kavramlarinda revizyonlar yapilmasi gerekecektir.
Asagida elde edilen bulgular 1s18inda genel bir degerlendirme yapilmakta; Dog. Dr. Ramazan
Antiirk ile birlikte yiiriitiilen degerlendirme siireci kapsaminda hukuk sistemimize yonelik bazi
Oneriler ortaya konulmaktadir.

e Mevzuatin Giincellenmesi ve Acik Hiikiimler Konulmasi: Tiirk Ceza Kanunu ve
ilgili ceza mevzuati, yapay zeka cagmin getirdigi yeni durumlar karsilamak iizere
giincellenmelidir. Ozellikle TCK’nin genel hiikiimlerine, yapay zeka kullanilarak sug
islenmesine dair aciklayici hiikiimler eklenebilir. Ornegin suga istirak diizenlemelerinde
(TCK md. 37-40 aras1) yapay zeka kullanimiyla ilgili bir madde fikras1 konularak, “bir
fiilin icrasinda yapay zeka sistemini ara¢ olarak kullanan kimse dogrudan fail sayilir”
gibi bir ibare eklenmesi diisiiniilebilir. Bu aslinda zaten 6greti ve igtihatla varilan sonucu
kanun seviyesinde netlestirerek hukuki belirliligi artiracaktir. Ayrica taksirli suglar
bakimindan, yapay zeka uygulamalarinda gerekli 6zeni gdstermeyen iiretici veya
isletmecilerin sorumlulugunu belirginlestirecek ifadeler yer alabilir. Ornegin TCK md.
22°de taksir tanimina “yapay zeka destekli sistemlerin sevk ve idaresinde beklenen
dikkat ve 6zen ylkiimliiliigline aykir1 davranmak da taksir sayilir” gibisinden bir ciimle
eklenebilir. Bu tarz giincellemeler, ileride karsilagilmasi muhtemel olaylarda yargiya
kilavuzluk edecektir.

o Ozel Yasa ihtiyac1 (Dijital Teknolojiler Kanunu): Ceza Kanunu’ndaki revizyonlarin
yani sira, 6zel bir kanun ¢ikarilmasi da giindeme gelebilir. Bu ihtiyaca cevap vermek
iizere kapsamli bir yasa hazirlanabilir. Bu kanunda yapay zekanin tanimi yapilmali,
hangi sektorlerde nasil kullanilacagina dair temel ilkeler konmali, hak ihlallerine kars1
hizli miidahale prosediirleri getirilmelidir. Ornegin deepfake iceriklerin cevrim igi
yayilmasina karsi sulh ceza hakiminin 24 saat i¢inde erisim engeli karar1 vermesi gibi
hizlandirilmis usuller 6ngoriilebilir. Ayrica bu kanunla, yapay zeka gelistiricileri ve
saglayicilart icin kayit ve seffaflik yiikiimliiliikkleri getirilebilir. Avrupa Birligi’nin
2024°te yiirtirliige koymay1 planladigi Yapay Zeka Yasasi (Al Act) bu konuda 6rnek
alinabilir. Al Act, yapay zeka sistemlerini risk seviyelerine gore siniflandirp yiiksek
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riskli sistemlere siki denetim ve seffaflik sartlar1 getiriyor; deepfake gibi {iretimlerde
icerigin yapay zeka ile liretildigine dair etiket zorunlulugu koyuyor. Tiirkiye de benzer
sekilde yapay zeka iiriinlerinin etiketlenmesini ve denetimini zorunlu kilabilir. Bu
sayede, en azindan dolasima giren yapay iceriklerin tespiti kolaylasacak ve kotliye
kullanim bir nebze dizginlenecektir.

e Kolluk ve Yargimin Teknik Kapasitesinin Artirllmasi: Yapay zeka ¢aginda sugla
miicadele edebilmek i¢in bizzat kolluk kuvvetlerinin ve yargi mercilerinin de yapay
zekadan yararlanmasi gerekecektir. Emniyet teskilatinda siber sug birimleri halihazirda
var ancak daha ileri gitmek, yapay zeka destekli analiz araclarini devreye sokmak
gerekiyor. Ornegin Izmir Emniyet Miidiirliigii biinyesinde kurulan Sug¢ Analiz
Merkezi’nde, yapay zeka destekli yazilimlar ve goriintli inceleme sistemleriyle kentteki
olaylar tiim yonleriyle ele alinmaya baslanmistir. Bu gibi projeler iilke genelinde
yayginlastirilmali; polis, savel ve hakimlere yapay zeka farkindaligi kazandirilmalidir.
Adli teskilat i¢inde dijital delil ve yapay zeka birimleri olusturulabilir. Yargida da hakim
ve savcilara yapay zeka konusunda hizmet i¢i egitimler diizenlenmeli, adli yargilamada
karsilarina gelecek bu tiir meselelere hazirlikli olmalari saglanmalidir.

« Uluslararas isbirligi ve Evrensel Standartlar: Yapay zeka araciligtyla islenen suclar
cogu zaman smir asan niteliktedir. Bir deepfake video farkli {ilkelerden sunucular
araciligiyla yayilabilir, fail baska bir iilkede bulunabilir. Bu nedenle uluslararas: hukuk
diizeyinde isbirligi sarttir. Ttirkiye, uluslararasi inisiyatiflere aktif katilim gostermelidir.
Ornegin Avrupa Konseyi Siber Suclar Sézlesmesi’ne (Budapeste Sozlesmesi) ek olarak
yapay zeka ile ilgili protokoller hazirlaniyorsa, bunlara taraf olmak iilkemizin faydasina
olacaktir.

o Etik ve Farkindahk Calismalari: Son olarak, yapay zeka ve suc iliskisine dair
miicadele sadece kanun ve kolluk ile sinirli kalamaz; toplumsal farkindalik ve etik
kullanim kiiltiirii cok 6nemlidir. Vatandaglarin yapay zeka ile tiretilen igeriklere karsi
bilinglendirilmesi gerekir. Ornegin sosyal medyada gordiikleri carpici bir videonun
deepfake olabilecegini bilmeleri, siipheci yaklagsmalari saglanmalidir. Bu amagla kamu
spotlari, egitim programlar: diizenlenebilir.

Sonug olarak, yapay zekanin su¢ oranlarma etkisi meselesi, teknolojik, hukuki ve toplumsal
boyutlariyla ele alinmasi gereken karmasik bir konudur. Bu incelemede goriildiigii tizere, yapay
zeka giderek artan bigimde su¢ amach kullanilabilmekte, bu da sucglarin sayisini ve niteligini
etkilemektedir. Ancak hukukun caydiricilik ve diizen saglama islevini siirdiirebilmesi igin,
teknolojik gelismelere proaktif uyum gostermesi sarttir. Yapay zeka alaninda karsi karsiya
oldugumuz riskler, hukuk sistemimizin gerek ceza hukuku gerekse diger hukuk dallarinda bazi
reformlara gitmesini zorunlu kilmaktadir.

Son tahlilde, yapay zeka insanligin bir {irtiniidiir ve kontrolii insandadir; dolayisiyla sugla
miicadelede de nihai sorumluluk biz insanlardadir. Hukuk, insan onurunu ve toplumsal diizeni
koruma misyonunu teknolojik cagda da siirdlirecek araglar1 bulmak zorundadir. Bu yolda
atilacak adimlar, sadece su¢ oranlarini diisiirmekle kalmayip yapay zekaya duyulan giiveni de
pekistirecek, bu giiglii teknolojinin baris¢il ve yararli amaglar i¢in kullanimini tesvik edecektir.
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