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1. Girig

GUnumuzde yapay zeka teknolojisinin hizla gelismesi, bir dizi etik, hukuki ve toplumsal
sorunu beraberinde getirmistir. Bu sorunlara ¢6zum arayisinda olan Avrupa Birligi (AB),
guvenilir yapay zeka kullanimini tegvik etmek ve riskleri en aza indirmek amaciyla bir
dizi ilkeyi benimsemektedir. AB’nin glvenilir yapay zeka ilkeleri, insan odakli, seffaf ve
etik bir yaklagimi temsil etmektedir. Her gegen gun artan bir kullanima sahip olan yapay
zekéa teknolojilerinin kontrol digi kullanimina engel olmak ve muhtemel zararlari
engellemek umidiyle ilkeler olusturma g¢abalari tUm dinyada devam etmektedir. AB
tarafindan benimsenen bu ilkeler, Avrupa Birligi'nin yapay zeka teknolojisinin etk ve
guvenilir bir sekilde gelismesini saglama konusundaki taahhudind yansitmaktadir. AB,
bu ilkeler dogrultusunda yapay zeka duzenlemelerini gincellemekte ve teknolojinin

surduarulebilir bir gsekilde kullanilmasini saglamaya calismaktadir.

2. Avrupa Birligi Giivenilir Yapay Zeka ilkeleri

Avrupa Birligi'nin (AB) yapay zeka konusundaki bakisi, teknolojinin etik, gtvenilir ve
insan merkezli bir gekilde geligtiriimesine odaklanan bir yaklagimi icermektedir. Bu
bakis agisi, Yapay Zeka: Avrupa igin Strateji belgesinde ve diger ilgili belgelerde ortaya

konmustur. iste AB’nin giivenilir yapay zeka ilkeleri;

a. insan Odaklilik: AB’nin en temel ilkelerinden biri, yapay zekanin insan haklarina ve
temel 6zgurlUklere saygili olmasi gerektigidir. Bu ilke, yapay zekanin toplumun refahini
artirmak ve insan yasam Kkalitesini yukseltmek icin kullaniimasini vurgular. Yapay
zekanin insan merkezli olmasi, teknolojinin insanlari desteklemesi ve gelistirmesi

anlamina gelir.

b.Guvenlik ve Giivenilirlik: Glvenilir yapay zeka, hem teknik hem de etik agidan
guvenlik prensiplerine uygun olmalidir. AB, yapay zekéa sistemlerinin guvenilirligini

saglamak icin standartlar ve sertifikasyon suregleri gibi araglari kullanarak, kullanici
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guvenini artirmayi hedeflemektedir. Bu sayede, yapay zeka teknolojisinin gunluk

yasamimiza entegre edilmesi daha sorunsuz bir sekilde gerceklesebilir.

c.Seffaflik: Yapay zekad sistemlerinin karar alma slrecgleri seffaf olmalidir.
Kullanicilarin ve etkilenen bireylerin, algoritmik kararlarin nasil olusturuldugunu
anlamalar 6nemlidir. Seffaflik ilkesi, toplumun yapay zeka sistemleri hakkinda guven

duymasini ve kabul etmesini saglamak amaci tasir.

d. Hesap Verebilirlik: Yapay zeka gelistiricileri ve kullanicilari, teknolojinin etkilerine
karsi sorumluluk tasimaldir. Bu ilke, yapay zekad sistemlerinin olasi hatalarinin
diuzeltiimesi ve kullanicilarin haklarinin korunmasi igin bir ¢gerceve olusturur. Hesap

verebilirlik, yapay zekanin toplumsal sorumlulugunu vurgular.

e.Cesitlilik ve incelik: AB, yapay zeka gelistirme siireclerinde cesitliligi ve toplumsal
farkhliklari g6z 6nunde bulundurmayi tesvik eder. Bu, yapay zeka sistemlerinin adil ve
kapsayici olmasini saglamak amacini tasir. Cesitlilik ilkesi, toplumun genis bir kesimini

temsil eden yapay zeka sistemlerinin daha etik ve adil olmasina yardimci olur.

f. Cevresel ve Sosyal Sorumluluk: AB, yapay zeka kullaniminin ¢evresel ve sosyal
etkilerini degerlendirmeyi hedefler. Surdurulebilirlik ilkesi, yapay zekanin c¢evresel

etkilerini en aza indirmeyi ve toplumsal fayda saglamay1 amaglar.

g.Kisisel Veri Koruma: AB, yapay zeka sistemlerinin kigisel verilere uygun bir sekilde
erismesini ve bunlar korumasini 6énemser. GDPR (General Data Protection

Regulation) gibi mevcut veri koruma dizenlemelerine uygunlugu vurgular.

3. Yapay Zekanin Etik Durumuyla ilgili Konular

Yapay zeka sistemleri giderek daha karmasik hale geldikce ve hayatimizin gesitli
yonlerine entegre edildik¢e, bu teknolojilerin insan degerleriyle uyumlu olmasini, temel
haklara saygi duymasini ve olumsuz toplumsal etkilerden kaginmasini saglamada etik
hususlar hayati 6nem tasimaktadir. Bu konudaki etik tartismalar, yapay zeka iceren
yazilimlarin ve sistemlerin nasil programlandigi, kararlar aldigi, insanlarla etkilesime
gectigi ve toplum lzerindeki potansiyel etkileri gibi bircok faktére odaklanmaktadir. iste

yapay zekanin etik durumuyla ilgili bazi temel konular:

a.Karar Alma ve Seffaflik: Yapay zeka sistemleri, karmasik algoritmalar Uzerinden

kararlar alabilir ve bu kararlar genellikle insanlar tarafindan anlagiimasi zor olabilir.



Seffaflik eksikligi, sitemlerin aldigi kararlarin izlenememesi ve anlagilamamasi

sorunlarina yol agabilir.

b.Ahlaki Kararlar: Yapay zeka Sistemlerinin ahlaki kararlar alabilmesi, 6zellikle etik
degerlerin ve normlarin belirsiz veya gesitli oldugu durumlarda sorunlara neden olabilir.
Kimin belirledigi ahlaki normlara gore programlandigi ve hangi etik degerleri temsil

ettigi onemli bir tartisma konusudur.

c.Veri Gizliligi ve Guvenlik: Yapay zeka sistemlerinin bayluk miktarda veri islemesi,
veri gizliligi ve guvenligi konularini ortaya cikarir. Kigisel bilgilerin guvenligi ve
mahremiyeti konusundaki endigeler, yapay zeka& uygulamalarinin etik durumunu

etkileyebilir.

d.Esitsizlik ve Onyargi: Yapay zeka sistemleri, egitildikleri veri setlerindeki dnyargilari
ogrenebilir ve bu durum, makinelerin ayrimcilik yapma riskini tasir. Bu durum,

esitsizlikleri artirabilir ve toplumsal adaletle ilgili etik endigelere yol acabilir.

e.insan-Makine Etkilesimi ve insan Haklari: Yapay Zeka iceren uygulamalarin
insanlarla etkilesimde bulundugu durumlar, etik sorumluluklari ve insan haklari
konularini glindeme getirir. Ozellikle saglik, glivenlik ve adalet gibi kritik alanlarda

kullanilan yapay zeka sistemleri, bu baglamda 6zel bir dikkat gerektirir.

f.Otonomi ve Sorumluluk: Otonom sistemlerin (kendi kendine karar verebilen
sistemlerin) kullanimi, sorumluluk konularini karmasiklastirabilir. Bir otonom sistemin
hatali bir karar almasi durumunda, kimin sorumlu oldugu ve kimin hesap vermesi

gerektigi belirsizlik arz edebilir.

g.Etik istismar ve Giivenlik Tehditleri: Yapay zeka ve otomasyonun gelismesi, etik
disi amaglarla kullanilabilecek yeni guvenlik tehditlerini de beraberinde getirebilir. Bu,

etik istismar ve kotu niyetli kullanim gibi sorunlari igerebilir.

Yapay Zeka Sistemlerinin etik durumuyla ilgili bu konular, yapay zeka ve otomasyon
teknolojilerinin etik standartlarini belirleme ve uygulama surecinde ele alinmasi
gereken onemli meselelerdir. Etik ilkelere dayali bir yaklagsim benimsemek, makinelerin
topluma en iyi sekilde hizmet etmesini ve olasi risklerin en aza indirilmesini amaglar.
Bu baglamda, etik normlari belirleme ve uygulama surecinde ¢ok tarafli bir yaklagim

benimsemek onemlidir.



4. Yapay Zeka ve Etik

AB yapay zeka ilkeleri ve yapay zekanin etik durumuyla ilgili mevcut konulari
aclkladiktan sonra tum bu bilgiler is1ginda bir yapay zeka etik degerlendirmesi yapmak
daha faydali olacaktir. AB yapay zeka ilkeleri incelendiginde insani koruma duygusu
ve yapay zekay! anlayabilme cabasi oldugu gorulecektir. Bilimkurgu edebiyatinin
onculerinden olan Isaac Asimov’'un 1942 yilinda yayimlanan “Duragan DAngUu” isimli
hikayesinde robotlara yonelik ortaya attigi u¢ yasa vardir. Asimov bu hikayesini daha

sonra Ben Robot isimli kitabina bir bolim olarak almigtir. Asimov’un Ug¢ yasasi soyledir:
« Birrobot, bir insana zarar veremez ya da zarar gérmesine seyirci kalamaz.

e Bir robot, birinci kuralla g¢elismedigi surece bir insanin emirlerine uymak

zorundadir.

« Bir robot, birinci ve ikinci kuralla gelismedigi sturece kendi varhgini korumak

zorundadir.

Bilimkurgu edebiyatinda yer alan robotlarin kendi sahip olduklari yapay zeka ile
hareket ettiklerinden bahisle burada ortaya cikan mesele de aynidir. Once insan
dusuncesi. Tum teknolojik gelismelerin insana hizmet etmesi gerektigi disuncesi
ilkelerin baglangicinda yer almaktadir. Daha sonra ise yapay zekanin anlagilabilirligi
diisiincesi yer almaktadir. insan anlamadidi her seye karsi siiphe ile yaklasmaktadir.
Yapay zekanin ise tam merkezinde bir kara kutu bulunmaktadir. Buradaki kara kutu
benzetmesinin temelinde ise bu alandaki islemlerin seffaf olmamasi ve ¢ok fazla

matematik icermesidir.

Hesap verebilir bir yapay zeka beklentisi de en dnemli ilkelerden birisi olarak Uzerinde
konusulmasi gereken bir diger etik alanidir. Tum dunyadaki hukuk sitemlerinde
sorumluluk temelli bir kurgu yer almaktadir. Gergek veya tlzel olmak Uzere sonucta
mutlaka kisi muhatap alinir. Eger kim sorusunun cevabi yoksa tam da o anda
¢cozUmsuzluk baslamaktadir. Meydana gelen bir olay sonrasindaki hukuki meselenin
bir sorumlusu veya bir kargi tarafi olmalidir. Bu durumda bir makineyi veya bir yazilimi
bu pozisyona koymak hukuk alaninda pek de miimkiin olabilecek bir sey degildir. iste
bu tur alanlarda ilkeler belirlenirken ayni zamanda tartisma alanlari da olusmaktadir.
Belki de gelecekte sadece yapay zeka iceren sistemlerdeki sorumluyu belirleyebilmek

icin yeni uzmanlk alanlari ortaya ¢cikmak zorunda kalacaktir.



Yapay zekanin en temel ihtiyaci olan verinin guvenligi konusu da bir diger ilke ile
¢ozUme ulastiriimaya calisiimigtir. Buyuk veri kavraminin ortaya ¢gikmasindan sonra
veri guvenligi ¢cok daha oOnemli bir sorun haline gelmistir. Verinin ilk kez
olusturulmasindan tum igslemler sonrasinda yok edilmesine kadar olan surecte guvenlik
en onemli husustur. Bu kapsamda uluslararasi standartlarin kullaniimasi gibi ¢6zim
yontemleri de ilkeler ile ®nerilmektedir. insanlarin yapay zeka sistemlerine giiven
duymasi gerekir. Aksi halde bu sistemlerin kullanilmasina sicak bakmayacaklari ve etik

bulmayacaklari dusunulmektedir.

Son zamanlarda artan kisisel verilerin glvenligi intiyaci 6zellikle kigisel verileri kullanan
yapay zeké sistemlerine kargi daha dikkatli bir yaklasim sergilenmesine neden
olmustur. Avrupa Birliginin kigisel veriler ile ilgili yasal dizenlemesi olan GDPR (Genel
Veri Koruma Tuzugu) bu kapsamda olduk¢a onem tasiyan bir yasal dizenleme
olmustur. Gegtigimiz gunlerde bu kapsamda bir yapay zeka yasa tasarisi Avrupa
Parlamentosunda gegici bir kabul almigtir. Bu yasa tasarisi incelendiginde temelde
Kisisel Verilerin guvenligi endiselerine kargi birtakim onlemlerin oldugu gorulmektedir.
Yapay zeka icin hazirlanan yasalarda en basta Kisisel verilerin glvenligi konusunun

oldugu ve en buyuk endigenin de bu alnda oldugu gorulmektedir.

Ozellikle yapay zeka iceren yazilimlarin adalet sisteminde kullanildigi 6rneklerden de
goéruldugu uzere esitlik ve sosyal cevre uUzerinde meydana getirdigi etkiler etik
tartismalarin tam odaginda yer almaktadir. Adalet sisteminde en ¢ok 6rnek verilen
uygulama olan COMPASS isimli uygulama da beyaz insanlarin kayirildigi ve tum
vatandaglara esit davraniimadigi dusuncesi etik tartismalari da beraberinde getirmistir.
Ancak unutulan gergek ise bu yazilimin bir insan tarafindan yapildigi ve bu

uygulamanin da o insanin insani zaaflarindan dolayi basarisiz oldugudur.

5. Sonug

Etik konusu sadece yazilimlar igin degdil tum alanlarda elzem bir intiyagtir. Ahlak ile etik
kavramlarinin en buyuk farki etik kavraminin evrensel kurallar bitliini olmasidir.
Kaltirden kualtire degismeyen her ortamda gecerliligini koruyan kurallara sahip
olmasidir. iste bu noktada Yapay Zeka gibi insan tarafindan yaratilan bir kavramin
kendine 6zel bir etik kurallara sahip olup olamayacagidir. Bir gok defa yapay zekanin
bir yazilimlar butinu oldugu ve onu gergeklestiren yazilimcilarin etigine sahip olacagi
konusu tartisiimistir. Burada konugulmasi gereken yapay zekanin kodlanmasindan



egitiimesine, uygulamaya gecirilmesinden kara vermesine kadar olan tim sureclerde
goOrev alan Kisilerin etik kurallara uymasi olmalidir. Aksi taktirde kendi diktigimiz bir
agacin farkli meyve vermesini beklemek gibi bir imkansiz bir beklenti igerisinde

oldugumuz gergegiyle yuzlesmemiz gerekmektedir.

Etik kurallara uygun yapay zeka& UrUnleri gormek istiyorsak, tasarimcisindan
yazilimcisina, egitim seti olusturan veri analizcisinden sistemin kullanicisina kadar tum
aktorlerin etik kurallar ¢cergevesinde hareket etmesini saglamaliyiz. Kisaca; 6nce biz

yapay zekanin etik olmasini gergekten istemeliyiz.



